page 1 110SOR201(2002)

SOR201 Solutionsto Examples5

1. ()

(i)

The possible states are: 0,1,2,3.
The timesare: n=10,1,2, ...

N
N
w

X, =1 Conditional prob. i/3 1
X%—lzzi

X, =i+ 1 Conditional prob. (3 —i)/3 0<i<2.

Other transitions have zero probabilities. The state of the system at time n depends
on the state at time (n — 1) but not on the states at times 0, 1, ..., (n — 2). Hence
{ X, }is a Markov chain: it is also homogeneous, since the transition probabilities
are not functions of n.

The transition probability matrix is

0 1 2 3
o/0 1 0 O
1o L+ 2 9
P = 3 3
210 0 % 3
3\0 0 0 1

Let p™ denote the row vector of absolute probabilities at time n, i.e.

p™ = (P(X, =0),P(X, =1),P(X, =2),P(X, = 3)).

Then L2
0 5 5 0
, 0 1 b 2
p? =pOP° = (1,0,0,0) |, 2 § 3
9 9
00 0 1
— (0.43.0).

Xp=Y1+Yo+ - +Y, =X, 1 +Y,.

Given X,,_; = i, then X,, = i + k = j with probability a;, so we only need to
know the state at time (n — 1) to make a conditional probability statement about
X,.. Hence {X,} is a Markov chain: it is also homogeneous, since the transition
probabilities are not functions of n. We have

0 1 2 3
ap a1 a9 das
0 ay a1 a9
0 0 a o
0 0 0 ag

W Nk O
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(iii) Ehrenfest model for diffusion
X, =i+1
anl =1
X, =1—1

Other transitions have zero probabi
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if the randomly selected molecule
comes from urn B: conditional
probability is (M —i)/M, 0<i< M -1

if the randomly selected molecule
comes from urn A: conditional
probability isi/M, 1<i< M.

lities. Once again, we only need to know X,,_,

to make a conditional probability statement about X,, and the transition
probabilities are not functions of n. So {X,} is a homogeneous Markov chain,

with
0 1 2 3 M-2 M-1 M
0 0 1 0 0 0 0 0
A 0 M1 o0 0 0 0
p. 2|0 % 0 A 0 0 0
M-l 0 0 0 o ... ML o L
M 0 O 0 0 0 1 0
(i) (a) Since the transition probabilities are homogeneous, we have
P(X, =1|X,-1=0) = po - element (0,1) in P
P(Xp=0|Xpo=1) = p@ —  element (1,0) in P°
P(X,3=1X,=1) = p¥ — element (1,1) in P°.
Now
0 1
o/L1 2
= f i*)-
1(5 2
So P(X,=1X,,=0)=2.
) 102 12 4 5
Po( D3 D-(1 1)
2 2 2 2 12 12

So P(X,,=0[X,=1)=2.

12

, /1 2\ /4 5 2 31
P-(i1)(2 1)=(1 1)
2 2 12 12 72 72
So P(X,3=1X,=1)=42.

(b) p™ =pOP"  where p™ = (P(X,=0),P(X,=1)).
Initially, the system is equally likely to be in state O or state 1: this means that

Then

P = (53).

/continued overleaf
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So P(X:=1)= L ~0.583.
2 1 1 2 5 31 41
P”Z(iaﬁ)(ﬁ E)Z(ﬁvﬁ)
12 12
So P(X, =1) = & ~ 0.569.
(3) 11 z 4 185 247
D 2(575)(§ ﬁ):(@a@)-
72 72
So P(X5=1) = 27 ~0.572.

(c) The given Markov chain is finite, aperiodic and irreducible (states 0 and 1 form
a closed set). Hence we can use Markov’s theorem to calculate lim P". This

n—oo

limiting matrix will be an approximation to P" when n is large. Thus

lim P"= (7 ™
n—00 o T ’

where g, 7 satisfy

1 1 2 1 4

7T0:_7T0+§7T1 — §7TO:§7T1 —_— 7T1:—7T0
_ 1

T =3To+53m — 3

(note that one equation is redundant).

Normalizing: mo+3m=1 — m=2 — m =1.
So
3 4
lim P”:(g 71).
n—o0 707
Hence P(X,=1)~0.571 whenn islarge.
(i) We have
o 1 1 o0 1 1 15 9
pr— [ 20z 2 g)=(f & 1
o 3 3 3 3 o 9 18 6
01 0/\0 1 0 2200
pY = (1,0,0).
Then
(a)

P(XO - O,Xl - 1,X2 - 1) — P(X2 - 1|X0 - O,Xl - 1>P(X0 - O,Xl — 1)
= P(Xy=1]X; =1).P(X; =1|X, =0).P(Xy,=0)
[using the Markov property in the first term]
-Po1 P(Xo =0)
1=

1

|
w3
l\DI»—H—‘

(b) P(X, = 1|X,-0 = 0) = pijy = 2.
(€) (P(Xy=0),P(X;=1),P(X;=2))=p?
= pOP? = (1,0,0)P* = (},30).
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3. (i) (a) The P matrix and possible transitions are:

0 1 2 3
0/0 0 0 1 0—3
110 0 0 1 1—3
2|4 3 0 0 20,1
3\0 0 1 0 3 — 2.

The chain is irreducible, implying that all states are recurrent.

0 0
7 ~
0 —3—2 3—2

1 2 3 4 5 6
péo) = 07 pé(]) = 07 pé(]) > 07 pgo) = 07 pgo) = 07 pé(]) > 07

So state 0 has period 3: hence all states are periodic with period 3.
(b) The P matrix and possible transitions are:

0 1 2 3 4
o/2 0 2 0 0 0—0,2
1l 4 1 00 1—-0,1,2
2[5 0 3 0 0 2—0,2
3fo 0 0 & 3 3 — 3,4
4\0 0 0 5 3 4— 3,4.

{3,4} isan irreducible closed set: its states are recurrent and aperiodic.
Similarly for {0, 2}.
State 1 is transient and aperiodic.

(c) The P matrix and possible transitions are:

0 1 2 3 4
o/0 1 0 0 O 0—1
110 01 0 O 1—2
211 0 0 0 O 2—0
310 0 0 1 O 3—3
4\0 0 0 0 1 4 — 4.

States 3 and 4 are absorbing.
{0, 1,2} is an irreducible closed set: its states are recurrent with period 3.

(d) The P matrix and possible transitions are:

0 1 2 3 4
o/+ 2 0 0 0 0—0,1
if2 2 0 0 0 1—0,1
2[0 0 1 0 0 22
3lo 0 L 20 3—2,3
4\1 0 0 0 0 4—0.

/continued overleaf
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{0, 1} is an irreducible closed set with recurrent, aperiodic states.
State 2 is absorbing.
States 3 and 4 are transient, aperiodic states.

(ii) The P matrix and possible transitions are:

0 1 2
0/0 1 0 0—1
1l+ 0 1 1—-0,2
2\3 1 1 2—0,1,2.

This Markov chain is finite, aperiodic and irreducible. So by Markov’s theorem,
T T o

P" - g ™1 To asn — oo,
To 71 T2

where (7'('0,71'1,71'2) = (7T0,7T1,7T2)P and mo+m +m =1, my,m,m >0, I.e.

1

T = 3™t g™

™ o= + iwz one of these is redundant.
1 1

Ty = 3™+ T

The normalized solutionis 7wy =2, m =<, m = 2.

=1
X, =0 Conditional prob. ¢
X1 =0 <
X,=1 Conditional prob. p
X,=0 Conditional prob. 0
X1 =1 <
X,=1 Conditional prob. 1.
{X,.} is a Markov chain since the state at time n is influenced only by the state at

time n — 1, not by the states at earlier times. The transition probabilities are not
functions of n, so the chain is homogeneous.

_ (49 P
P_(O 1).
r>1

X, =1 Conditional prob. ¢
Xn_1:i< for i=0,...r—1
X, =1+ 1 Conditional prob. p

(@)

<

Xp1=r—X,, =71 Conditional prob. 1.

/continued overleaf
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Other transition probabilities are zero. For the reasons given above, {X,,} is again
a homogeneous Markov chain.

0 1 2 3 r—1 T

0 qg p 0 O 0 O

1 0 g p O 0 O

2 0 0 0 O

P - : Do q p :
~110 0 0 0 --- q p

r o o0 o0 o0 --- 0 1

(b) =1 State 1 is absorbing, state 0 is transient. Let fy; be the probability of
eventually entering state 1, starting from state 0, i.e. the probability of absorption.
Then

Jor = po1 + poofor = p + qfor-
Hence fo; = 1, i.e. absorption is certain.
Let 1o denote the mean time to absorption. Then

po =1+ pooto = 1 + qpio-
1 1 e
Hence pp = 1o o (cf. geometric distribution).
-q P

(c) r>1 State r is absorbing, states 0, 1, ..., (r — 1) are transient.

Let7 ={0,1,...,(r—1)}. Let f;, be the probability of eventual absorption in state
r, starting from state 7,7 € T. Then

fir = Pir+ Z Dijfirs 1eT.

JjeT
Now )
DPr—1r = Ds otherwise p;,, =0 forieT
Pii = 4, Pii+1 = D, otherwise Dij = 0 for i7 .j7 er.
So

Jor = qfor + pfir
flr = q.flr + pf2r

fr—20 = qfr—20 + Dfi1y

freip =D + afr-1s-
[Solution(not required): working backwards, f,._1, =1, f.—2, =1, ..., fo, = 1]
Let y; be the mean time to absorption, starting from state 7. Then

Mz’zl—i‘zpz’jﬂj, 1eT
jET

o = 1 + quo + pm
M1 = + g + D2
Mr—2 = 1 + qlbyr—2 + DPlr—1

r—1 = 1 + qu.—1

—_

%_lﬁ

. . . 1
[Solution (not required): Working backwards, j,—1 = —, pt,—o = —, ..., o
p

2
- - p
Usually the system would be starting in state 0.]
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5. The system can be represented thus:

Cell 1

The possible transitions are:

X, =i+1

if R from 1 and W from 2:

for 0 < i < N — 1, cond. prob. is (N]\}i)2

for 1 <i < N —1,cond. prob. is 2 (%) (%)

if W from 1 and R from 2:
for 1 < i < N, cond. prob. is (ﬁ)2

All other transition probabilities are zero.

We have a Markov chain because we only require to know the state after step n — 1 in
order to make a conditional probability statement about the state of the system after step
n. The chain is homogeneous since the transition probabilities are not functions of n.
The P matrix is

0 2 3 N—-2 N—-1
0 O2 1 ‘ 0 , 0 0 0
SOOI INCS 0 0 0
2 0 (%) 2(%) (71 (57 0
x| 0 0 0 0 (5" 2(%) (5FY)
N 0 0 0 0 1

Clearly the distribution of X is hypergeometric, viz.

P(Xo =) = (]ZV) (N]\i Z>/(2zirv)

Then p™ = pO P"  where p) = (P(X, =0),...,P(X, = N).

if (W from 1 and W from 2) OR (R from 1 and R from 2):

o oo =
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6. We have:
AN R AN T
2
P =(7 0 ; 0 3)l=l% % 3
1 1 1 1 1 1 2 1 7
4 4 2 4 4 2 16 4 16
Then
1 1 3
2 2 8 8
(P(Xo=0).P(X; = 1).P(X2 =2) =p? = p"P" = (1.3.9) | 5 5 3
6 4 16
So

P(X,=1) = %(§+1—76+i) = @

P(Xy=2) = 5(3+5+1) = 1%
By Markov’s theorem, a limiting distribution 7t exits because the chain is finite, aperiodic
and irreducible. 7t satisfies 7 = 7w P, with >~ 7; = 1. Thus

7

™o = %71'1 —+ iﬂ'z (1)
™ = %71'0 + iﬂ'z (2)
T = %Wo + im + %772 (3)

and 7T0+7T1+7T2:1.

Regard (3) as redundant. Then from (1) and (2) (by subtraction)

1 3 H 3 7 H 6
Tp — 1 = —3T + 171, 1.e 570 = 771, 1.e. m = % Tp.
Then from (2): 7 = 7.

7o IS found from the normalization requirement

6 10
7T0+7T1+7T2:1:7T0+?7T0+77T0.

This gives my = % andthen 1, = 2%, Ty = é_g
[Check: from (3), 2 = Z + 3 L 1010 /]
7. States 1 and 3 are absorbing, while states 0, 2 and 4 are transient.

General form of equations for { f;x }:

fit = Pir+ Z Pij fik 1eT.

JET
In this case:
k=1
Joo = %f01 =+ ifm =+ if41 (1)
Ja = é + %fm (2)
Ju = 1for + %fm + %f41- (3)
Substituting (2) in (1) and (3) we get
%fm - if41 = 1_12
§f01 - %f41 = -1z

Then fo; = %, fu = 1—31 and finally f; = % /continued overleaf
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k=3
foz = %fos + if23 + if43 (4)
Jz = % + %fos (5)
Jiz = 7 + 3fo3 + %f23 + %f43- (6)
Substituting (5) in (4) and (6) we get
Sfs — s = 5
Sfiz — %fog = %

whence fi3 = &, fo3 = 1= andthen fo3 = .

The general equations for the {x;} are

pi =1+ Z PijHj, 1eT.
jeT

So here:

po = 1 4+ Fp0 + o + G4
H2 1+ 3uo

pa = 1 + 0 + Ipe + L
Proceeding as above, we deduce that

__ 60 _ 31 _ 45
Mo = 17, M2 = 17, M4 = 11

= O Ol = = O
Okl Ol O ONI-
O O OO O
== O O O O
BlFo- O O O O

/ \ LT (0,1,2) closed irreducible set of periodic states
\ / (period =2)

3)

J wo

O OO OWE O,

absorbing state

irreducible set of transient, aperiodic states.



